Math 24
Spring 2012
Monday, May 21

(1.) TRUE or FALSE? (These questions always deal with finite-dimensional inner prod-
uct spaces.)

(a.) Every linear operator has an adjoint.
(b.) Every linear operator on V' has the form z +— (x,y) for some y € V.
(c.) For every linear operator 7" on V' and every ordered basis § for V' we have [T%|3 =

d.) The adjoint of a linear operator is unique.
e.) For any linear operators 7" and U and scalars a and b,

(aT +bU)* = aT™ + bU".

(f.) For any n x n matrix A, we have (L4)* = La-.
(g.) For any linear operator T we have (T*)* = T.

Answers are in the back of the textbook.

(2.) Consider the following inconsistent! system of linear equations.
X1+ To— T3 = 0
21’1 — X2+ T3 = 3

x1—$2+x3:2

(a.) Find a matrix A and a column vector b such that this system is equivalent to the

I
matrix equation Az = b, where x denotes the column vector | o
T3
1 1 -1 0
A=12 -1 1 b= 13
1 -1 1 2
L1
(b.) Find a solution = | x5 | to Az = b for which ||z|| is minimal (where || || denotes
L3

the standard norm on R?).

'Oops — that word was left over from another problem; this system is consistent.



We want to find a solution z = A*u in the range of L~. That is, we want to solve
AA*u = b for u, and then set v = A*u.

AA*u =10
1 1 -1 1 2 1 U1 0
2 -1 1 1 -1 -1 us | =13
1 -1 1 -1 1 1 Us 2
3 0 —1 (75} 0
0 6 4 uy | =13
-1 4 3 us 2
(751 %t
Uus t

Because we need only one solution, we can set ¢ = 0. (Any other value for ¢ will give the
same z; you can check this.)

Uy 0

w| =1

U3 0

x=A%u
1 1 2 1 0 1
n|l=11 -1 -1 % = —%
T3 -1 1 1 0 :

2
You can check that this is a solution to the original system of equations.

(3.) Let A be the matrix of problem (2), and 7' = L 4.

(a.) What is T*(xy, z9, x3)7

1 2 1 T r| + 2£L'2 + T3
Az=11 -1 -1 To | = | 21— 290 — 23
-1 1 1 I3 —X1 + T2 + T3

T* (21,2, x3) = (v1 + 223 + T3, T1 — T2 — T3, —T1 + Tg + T3)

(b.) Give (specific) geometric descriptions of the subspaces N(T), R(T), N(T*) and
R(T*), and verify that R(T*) = (N(T))* and N(T*) = (R(T))*.

10 0
A row-reduces to the matrix [ 0 1 —1 |. Since row operations do not change the null
00 O

space, the solution set to Az = 0is x; = 0, x9 = x3, and a basis for N(Ly4) is {(0,1,1)}.

2



That is, N(T') = N(L4,) is the line through the origin in the direction of (0,1, 1).

1 00
A column-reduces to the matrix [ 0 1 0]. Since column operations do not change
12
2 0

3 3
the range, a basis for the range of L, is {(3,0,—1),(0,3,2)}.
That is, R(T) = R(L ) is the plane through the origin orthogonal to the vector (3,0, —1)x
(0,3,2) = (3,-6,9).

10 -1
3

A* row-reduces to the matrix |0 1 % Since row operations do not change the
00 0

null space, the solution set to Ax = 0 is 1 = %ZL‘37 To = —§$3, and a basis for N(La«) is

{(17 _27 3>}
That is, N(T*) = N(La~) is the line through the origin in the direction of (1, —2,3) (or,
the direction of (3,—6,9)).

1 0 0
A* column-reduces to the matrix {0 1 0 ]. Since column operations do not change
0 -1 0

the range, a basis for the range of L. is {(1,0,0), (0,1, —1)}.
That is, R(T*) = R(La-) is the plane through the origin orthogonal to the vector
(1,0,0) x (0,1, 1) = (0,1, 1).

It is clear from the geometric descriptions that R(T*) = (N(T))* and N(T*) = (R(T))*.

(4.) Let T : C* — C? be defined by and T(w, 2) = (w + iz, w — iz).
(a.) What is T*(w, z)?
Let (3 denote the standard (orthonormal) basis for C2.

mh= (1 1) == ()

T (w, z) = (w+ 2z, —iw + iz)

(b.) Compute the subspaces N(T'), R(T), N(T*) and R(T*), and verify that R(T*) =
(N(T))* and N(T*) = (R(T))*.

Since these matrices are invertible, N(T') = N(T*) = {0} and R(T) = R(T*) = C=.



