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## Definition

A set is just a collection of elements. (Typically we are interested in sets of vectors, which have vectors as elements.) We often denote sets as lists of elements $\left\{x_{1}, x_{2}, \ldots\right\}$.
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## Example

We write

$$
\left[\begin{array}{l}
1 \\
1
\end{array}\right] \in \mathbb{R}^{2}
$$

because $\left[\begin{array}{l}1 \\ 1\end{array}\right]$ is a vector in $\mathbb{R}^{2}$.
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## Definition

Let $X$ and $Y$ be sets (i.e. collections of things) A function from $X$ to $Y$ is a rule $f$ which assigns to every element $x$ in $X$ a unique element $f(x)$ in $Y$. We often write this as $f: X \rightarrow Y$. We say that $X$ is the domain of $f$ and $Y$ is the codomain. The subset $\{f(x): x \in X\} \subset Y$ is called the range of $f$. If $x \in X$, then $f(x)$ is called the image of $x$.

## Example

The rule $f: \mathbb{R} \rightarrow \mathbb{R}$ given by $f(x)=\sin (x)$ is a function from $\mathbb{R}$ to $\mathbb{R}$. The range is $[-1,1] \subset \mathbb{R}$, because $\sin (x)$ only takes on values between -1 and 1 , and it takes on all those values.

## Properties of the product $A \mathbf{x}$

## Definition

Let $A$ be an $m \times n$ matrix and $\mathbf{x}$ be a vector in $\mathbb{R}^{n}$. Then $A \mathbf{x}$ is a vector in $\mathbb{R}^{m}$ equal to the linear combination of the columns of $A$ using the entries of $\mathbf{x}$ as entries.

## Properties of the product $A \mathbf{x}$

## Definition

Let $A$ be an $m \times n$ matrix and $\mathbf{x}$ be a vector in $\mathbb{R}^{n}$. Then $A \mathbf{x}$ is a vector in $\mathbb{R}^{m}$ equal to the linear combination of the columns of $A$ using the entries of $\mathbf{x}$ as entries.

Remember we recorded some nice facts about the product $A \mathbf{x}$ :

## Properties of the product $A \mathbf{x}$

## Definition

Let $A$ be an $m \times n$ matrix and $\mathbf{x}$ be a vector in $\mathbb{R}^{n}$. Then $A \mathbf{x}$ is a vector in $\mathbb{R}^{m}$ equal to the linear combination of the columns of $A$ using the entries of $\mathbf{x}$ as entries.

Remember we recorded some nice facts about the product $A \mathbf{x}$ :
Fact
(1) If $\mathbf{x}, \mathbf{y}$ are vectors in $\mathbb{R}^{n}$, then $A(\mathbf{x}+\mathbf{y})=A \mathbf{x}+A \mathbf{y}$

## Properties of the product $A \mathbf{x}$

## Definition

Let $A$ be an $m \times n$ matrix and $\mathbf{x}$ be a vector in $\mathbb{R}^{n}$. Then $A \mathbf{x}$ is a vector in $\mathbb{R}^{m}$ equal to the linear combination of the columns of $A$ using the entries of $\mathbf{x}$ as entries.

Remember we recorded some nice facts about the product $A \mathbf{x}$ :
Fact
(1) If $\mathbf{x}, \mathbf{y}$ are vectors in $\mathbb{R}^{n}$, then $A(\mathbf{x}+\mathbf{y})=A \mathbf{x}+A \mathbf{y}$
(2) If $\mathbf{x}$ is a vector in $\mathbb{R}^{n}$ and $c$ is a scalar (real number), then $A(c \mathbf{x})=c(A \mathbf{x})$

## Properties of the product $A \mathbf{x}$

## Definition
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(1) If $\mathbf{x}, \mathbf{y}$ are vectors in $\mathbb{R}^{n}$, then $A(\mathbf{x}+\mathbf{y})=A \mathbf{x}+A \mathbf{y}$
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These two facts show that the function $f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ given by $\mathbf{x} \mapsto A \mathbf{x}$ is linear in a certain sense.
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FIGURE 2 Domain, codomain, and range of $T: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$.
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## Example

The map $\mathbf{x} \rightarrow 2 \mathbf{x}$ is a linear map from $\mathbb{R}^{n}$ to $\mathbb{R}^{n}$ for any space $n$. (Just a consequence of the algebraic properties of vector addition and scalar multiplication.) In fact, this is the same function you get when you multiply vectors in $\mathbb{R}^{n}$ by the matrix

$$
A=\left[\begin{array}{cccc}
2 & 0 & \ldots & 0 \\
0 & 2 & \ldots & 0 \\
\vdots & \vdots & \vdots & \vdots \\
0 & 0 & \ldots & 2
\end{array}\right]
$$
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## Example

Let $A=\left[\begin{array}{ccc}1 & 2 & 0 \\ 1 & -3 & 4\end{array}\right]$ and define a linear transformation
$T: \mathbb{R}^{3} \rightarrow \mathbb{R}^{2}$ by $T(\mathbf{x})=A \mathbf{x}$. Thus we can write $T(\mathbf{x})$ as

$$
T\left(\left[\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3}
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x_{1} \\
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x_{1}+2 x_{2} \\
x_{1}-3 x_{2}+4 x_{3}
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$$

Let $\mathbf{u}=\left[\begin{array}{c}1 \\ 1 \\ -2\end{array}\right]$. Then $T(\mathbf{u})=\left[\begin{array}{c}1+2 \\ 1-3-8\end{array}\right]=\left[\begin{array}{c}3 \\ -10\end{array}\right]$.
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## Solving equations sucks

Solving equations with general functions is tough:

## Example

Let $f: \mathbb{R} \rightarrow \mathbb{R}$ be the function $f(x)=x e^{x \sin (x)}$. Can you write down an exact solution to $f(x)=10$ ?
Probably not, although you can find a good approximation using graphical and numerical means.
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When solving equations with linear transformation solving becomes simple and precise.

## Example

Let $A=\left[\begin{array}{lll}1 & 3 & 2 \\ 3 & 2 & 1\end{array}\right]$. Define $T\left(\left[\begin{array}{l}x_{1} \\ x_{2} \\ x_{3}\end{array}\right]\right)=A\left[\begin{array}{l}x_{1} \\ x_{2} \\ x_{3}\end{array}\right]$. Solve $T(\mathbf{x})=\left[\begin{array}{l}5 \\ 4\end{array}\right]$. This is the same as solving $A \mathbf{x}=\left[\begin{array}{l}5 \\ 4\end{array}\right]$. We can do this using row reduction on the augmented matrix:

$$
\left[\begin{array}{llll}
1 & 3 & 2 & 5 \\
3 & 2 & 1 & 4
\end{array}\right] \sim\left[\begin{array}{cccc}
1 & 3 & 2 & 5 \\
0 & -7 & -5 & -11
\end{array}\right]
$$

shows it has a solution, transform to reduced echelon form:

$$
\left[\begin{array}{cccc}
1 & 0 & -1 / 7 & 2 / 7 \\
0 & 1 & 5 / 7 & 11 / 7
\end{array}\right]
$$

## Solving equations with linear transformations is awesome

When solving equations with linear transformation solving becomes simple and precise.

## Example
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## Remark

Solving equations involving linear equations easier than solving other eqns.
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\begin{aligned}
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1 & 0 & 0 \\
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## Example

Let $A=\left[\begin{array}{cc}0 & -1 \\ 1 & 0\end{array}\right]$. Then the linear transformation $T(\mathbf{x})=A \mathbf{x}$ has the effect of rotating vectors in $\mathbb{R}^{2}$ by $\pi / 2$ counterclockwise.
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## Remark
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## Fact
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## Fact

If $\mathbf{v}_{1}, \ldots, \mathbf{v}_{p} \in \mathbb{R}^{n}$ are vectors and $c_{1}, \ldots, c_{p}$ are scalars, and $T$ is a linear transformation with domain $\mathbb{R}^{n}$, then

$$
T\left(c_{1} \mathbf{v}_{1}+\ldots+c_{p} \mathbf{v}_{p}\right)=c_{1} T\left(\mathbf{v}_{1}\right)+\ldots+c_{p} T\left(\mathbf{v}_{p}\right) .
$$

You can prove this just by repeating the proof of the case for $p=2$. This fact will be very useful to us: it will enable us to write any linear transformation $T: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ in the form $T(\mathbf{x})=A \mathbf{x}$ for a unique matrix $A$.

