Tony Pastoors & Tim McManus

Math 5

Professor Barnett
Voice Activation Technology

Introduction:

Initially our group, Tony Pastoors and Tim McManus, was planning on researching and exploring with voice activation technology.  We were interested in finding out how voice activation systems worked.  Today’s culture is fascinated with technology and the possibilities of technological advances in the future.  One can see this technological interest carried out in popular culture through movies, books, music, etc.  These works often promote technology in their content such as spy thriller and science fiction films like James Bond and iRobot (respectively).   Gadgets are a must for James Bond fans that are enthralled by his impressive gadgets which include voice activated gadgets like his “James Bond mobiles”.  In other movies there are security systems which are controlled by voice recognition devices.  As we looked into the math component of voice recognition technology, we realized that it entails a series of complex math theorems that was way above our understanding.  That being said, we decided to research the different voice activation/recognition technology currently used and developed in the modern world.   We also recorded people’s voices of both sexes and experimented with the varying harmonics, frequencies, etc. that play a role in voice recognition.  

Voice recognition is the process by which spoken words are converted into electrical signals that are read by computer devices which attempts to recognize or identify the person speaking opposed to focusing on what is being said (Baumann).  Voice recognition can be broken down into two parts: template matching and feature analysis.  “Template matching is the simplest technique ad has the highest accuracy when used properly, but it also suffers from the most limitations” because the analog-to-digital converter used to recognize someone’s voice, must be trained (Baumann).  Template matching is often described as being “speaker dependent”, meaning the voice recognition system must be associated with and dependent upon the person’s voice that it has been synched to.  Template matching is the technique that is most commonly used for security systems whereas feature analysis is more commonly seen with day to day instruments such as iphones, cars, and computers.  Feature analysis “attempts to find characteristic similarities between the expected inputs and the actual digitized voice input” (using Fourier transforms or linear predictive coding/LPC) (Baumann).  Contrary to template matching, feature analysis is “speaker independent” that does not need to be trained by each new user.  Instead, the system is able to recognize different rages of speakers but would have trouble if the speaker/users had any of the following: accents, varying speech delivery speed, pitch, volume, and inflection (Baumann).  

Applications:
These two classes of voice activation techniques are used in numerous capacities in the modern world; however, feature analysis is the more commonly used technique in most cases.  Feature analysis voice activation has recently been installed in police cars after improvements have been made by the University of New Hampshire called Project 54 (McKay).  Police personal are constantly juggling several different tasks ranging from operating two-way radios, radar/video equipment, sirens, lights and the list goes on and on, and they have to do this while driving in traffic.  Project 54 makes their job a little easier and safer as it “allows an officer to operate most equipment -- radios, scanners, siren, lights, etc. -- with voice commands, instead of taking their hands off the wheel and eyes off the road” (McKay).  Feature analysis has also been used by the military to improve the safety and quality of their equipment, most noticeably in their airplanes such as the new F-35 Lightning II Joint Strike Fighter (Klie).  In high-performance fighter aircrafts, feature analysis has been installed allowing pilots to control the radio frequencies, weaponry deployment, setting on autopilot, etc. (Klie).  This technology has also found its way into cars.  Voice activated in-car communication and entertainment systems are used to place calls, change the radio station, and set up GPS coordinates (Sync).  Voice activation technology has also been used to help people with disabilities.  Elearn WA Director Frank Bate commented on how "technology is a major barrier that currently inhibits people blind or vision impaired from entering call centre occupations", he said. "This system opens up unparalleled occupational opportunities in the call centre industry for people blind or vision impaired.” (training.com). Needless to say, voice activation technology is currently being implemented into numerous products that have proved to be advantages in developing more efficient and helpful products.  
Goal:
Our goal was to gain a better understanding of how voice recognition works. We wanted to look at both men and women’s voices to see similarities we could find by #1 looking at the spectrograms and #2 examining their fundamentals to see if we could find an correlations that may better help us understand how & why speaker independent voice recognition systems work. 

Process: 

We brought 16 different people, 8 men and 8 women. We had them all speak the same two phrases; “I go to Dartmouth College” and after a short pause “ I love Kyle Cavanaugh” we used the same two phrases to keep things uniform and to help us easily match up where people would say the words, so we could directly compare them. First, we wanted to compare amongst men the two main fundamentals that are present in the human voice, then amongst women to give us an idea of where we are starting. Then we wanted to compare men against women. After that, we wanted to narrow our comparisons down so we looked at the spectrograms and the fundamentals present when everyone spoke the word “Kyle”, once again compared men versus men, women against women, and then finally compared men to women. Finally, we narrowed our comparisons even more and just looked at the spectrograms and frequencies present of the “K” sound of the name Kyle. The uniform segment we used was .07 seconds just for comparisons sake. 

“Kyle”

	Boys
	#1
	#2
	Girls
	#1
	#2

	Cole
	766
	1437
	Amanda
	780
	1620

	Andrew
	738
	1531
	Amanda
	950
	1830

	Hudson
	722
	1501
	Chelsea
	775
	1650

	Alex
	775
	1371
	Jenna
	902
	1698

	Kyle 
	803
	1360
	Katie
	797
	1616

	Chris
	780
	1430
	Kelly
	970
	1724

	Jim
	750
	1480
	Kelsey
	850
	1840


The Spread in Frequencies for women was #1 775-970 hz & #2 1616-1840 hz

For men #1 was 722-803 hz & #2 1360 -1531 hz 

“K”

	Boys
	#1
	#2
	Girls
	#1
	#2

	Cole
	910
	1620
	Amanda
	915
	1820

	Andrew
	916
	1614
	Amanda
	945
	1801

	Hudson
	935
	1635
	Chelsea
	842
	1830

	Alex
	940
	1550
	Jenna
	914
	1803

	Kyle 
	860
	1560
	Katie
	850
	1717

	Chris
	910
	1550
	Kelly
	922
	1780

	Jim
	1000
	1520
	Kelsey
	910
	1730


The variance in men was for #1 860-1000hz &  #2 1520-1635hz

In Women #1 was 850-945hz & #2 1717-1830hz
Conclusion
Looking through our numbers and the spectrograms, we noticed there was a pretty clear general pattern. The spectrograms were very similar and in some cases almost identical looking. That observation was across the board. We sent spectrograms back and forth and attempted to guess man or women and when the spectrograms narrowed, it was nearly impossible to correctly distinguish a man from women, especially when it narrowed just to the “K” sound. We also noticed the small variance in the frequencies, which people produced when they said the word “Kyle”, and even more so with the “K” sound. Men were as whole lower frequencies than women, which is to be expected. Comparing the first frequency against the second in both cases of did not yield any sort of correlation as we had hoped. What we concluded is that voice recognition is an incredibly complex process and the ever-changing technology is way beyond us. As interesting as we both found it, we could not find any concrete correlation that would allow us to say this is what the voice recognition system is looking for. After learning how voice recognition works we could not on a human scale distinguish and recognize the differences through spectral analysis. We did find frequency correlation in the word and sound compared, everyone seemed to fall into that general pattern. However, we both walked away from this project amazed at how complex, but at the same time how simple voice recognition is. Complex in all of the math involved in recognizing and reconstructing what was said, but simple in the fact the technology is so readily available and accessible. Every day the technology is being improved to make our lives easier.        

Works Cited 

Buamann, Jim. "Voice Recognition." University of Washington. 4 Dec. 2008 <http://http://www.hitl.washington.edu/scivw/eve/i.d.2.d.voicerecognition.html>. 

Easen, Nick. "Is Not Time for Talk and Tech?" Technology. 28 Sept. 2003. CNN. 7 Dec. 2008 <http://http://www.cnn.com/2003/tech/09/26/your.tech.voice.recognition/>. 

Klie, Leonard. "Speech Technologies Take to the Skies in New Fighter Jet." 19 Oct. 2007. Speech Technology. 4 Dec. 2008 <http://http://www.speechtechmag.com/articles/news/news-feature/speech-technologies-take-to-the-skies-in-newest-fighter-jet-39947.aspx>. 

McKay, Jim. "Voice-Activated Commands." 2 May 2006. Government Technology. 4 Dec. 2008 <http://http://www.govtech.com/gt/99366>. 

"Microsoft Sync." About Sync. Sync. 6 Dec. 2008 <http://http://www.syncmyride.com/default.aspx?userculture=en-us&overlay_id=overlay_what_is_sync&footer_id=&userculture=en-us#/overlay/overlay_what_is_sync>. 

"Voice-Activated Technology Provides Flexible Learning to the Visually Impaired." Voice-Activated Technology. Training.com.au. 4 Dec. 2008 <http://http://www.training.com.au/portal/site/public/menuitem.4f6187cf569192f8a392e51017a62dbc/>. 
