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Classy Smellers?  Dartmouth Students & Cheap Perfume

Introduction
In the United States, people spend more and more money on beauty products all the time; to us, there seems to be a never-ending race to win the prize of ‘most aesthetically pleasing.’  One way in particular that people choose to make themselves more attractive is through wearing a particular scent.  Often, these perfumes can cost an exorbitant amount of money: a designer perfume, such as Gucci “Rush”, can cost up to $100 for a relatively small bottle. Our question is: Is that special pricey scent really the ticket to romance and bliss?  

We went to WalMart this week and found that knock-offs of a similar scent are distributed for a significantly lower price for the same quantity.  For example, we purchased a tiny bottle of Calvin Klein CK One perfume for $12.95, and a tall bottle of WalMart’s knock-off, called You for $2.95.  We then decided to administer a test to 50 Dartmouth students at random.  Our goal was to determine whether people could distinguish a difference between the real perfume and the knock-off version.  If they could sense a difference, we then asked which scent they preferred.
Pretest Hypotheses
Before we administered our test, we first established a null hypothesis that omitted bias and kept the possibility of all results equally likely.  The null hypothesis was this: of the people who could sense a difference between the two perfumes, they would not be able to distinguish the difference between the more expensive perfume and its cheaper version.  In this case, p = .5.

In reality, however, we guessed that people would prefer the smell of the real CK One to that of You.  In fact, before administering our test, we estimated that 75% of smellers would be able to tell the difference would prefer the real CK One.  This estimate became our alternate hypothesis, where p = .75.

Procedure/Protocol 
To carry out our test, we decided that we would set up in Collis on Friday, February 13th between the hours of noon and 2pm.  We assumed that this would be a good time to catch a random crowd of Dartmouth students.  

In advance, we obtained the CK One and You perfumes, as well as several small pieces of cardboard on which to spray the perfumes (we assumed people wouldn’t want to be wearing the experiment all day).  We determined that we would re-spray the perfume on the cardboards after every fifth smeller, so that the scents would remain fresh over the course of the experiment.

Each time that we tested someone, we took down his/her gender and year at Dartmouth, and then asked the following questions:


Question 1: 

“Can you detect a difference between the two samples of perfume?” (Answers: yes, no)


Question 2: 

“Which of the two samples do you prefer the smell of?” (Answers: left, right, they are different but I have no preference)

Results

After testing 50 people, our results were as follows:

· Of 50 tested, 37 people (74%) could detect a difference in smell

· Of the 37 who could detect a difference, 14 prefered the real CK One, and 23 prefered the knock-off, You

We calculated that our actual P = 14/37 because P = K/N where K is the number of successes and N is the number of smellers.  Therefore, P = .378.

**see charts

We wanted to know the chance of our actual hypothesis occuring, so we used our actual P of .378 and we found that our power was .999.  The chance of our P occuring: what the heck? Oh dear.
Critical Region: The critical region encompasses the results that would allow us to reject our null hypothesis.  In our experiment, we would need a high number of successes (preferences for the real scent) in order to reject our null hypothesis.  Before we conducted our test, we determined a critical region for our null hypothesis.  

We said that, given that N is greater than or equal to 30, and knowing that our test is one-sided (since our alternative hypothesis is that pttrue > pnull ), we would find z0 with the area to the right of z0 under the standard normal curve equal to a significance level of .05 (to give us a 95% confidence interval). We would then use this value of z0 in order to find the critical region. Using the table in the book, we found that z0 = 1.65. We decided to reject the null hypothesis provided that:

These values for P then represented P’s critical region. The critical value, or pcrit, can then be denoted as:
Using the same Excel workbook and its formulas provided online already by Math 5 profs, we found pcrit for any N greater than or equal to 30. 

After we conducted our test, we found that N = 37.  We plugged 37 into the Math 5 spreadsheet for N, and found that pcrit = .652.  That means that we would be able to accept our alternate hypothesis if at least 65.2% of the smellers had prefered CK One.  In the case of our experiment, we would have needed 24.124 people to prefer CK One in order to proclaim our alternative hyothesis true.  Since we can’t have .142 people, we realized that we had to choose 24 or 25 as the pcrit.  We chose 25 as the starting value of our critical region.  By choosing 25 as our start point, that automatically made the critical region for P anything above 67.5% because 25/37 = .675.

To find out how far our results were from the null hypothesis, we subtracted .5 from .675 and got .176.  This means that, if our alternative hypothesis were true, then the difference between the alternative and the null hypothesis would be at least 17.6%.  

Next we calculated the standard deviation.  To calculate the standard deviation, we used the following equation:

In this case P = .5 and N = 37.  Therefore, the standard deviation is .082.

We next divided .176 by .082 to find out our Z score.  

176/.082 came out to be 2.14.  That means that our Z score is 2.14.

When we looked in the back of our book, a Z score of 2.14 translated to a value of .4838.  Since we are doing a one-sided test, then we simply subtract .4838 from .5 to find a value of .0694.  This is the amount of area on our graph where results would be within the critical region.  Our significance level is then 6.94%.  Significance level refers to the chance that a Type I error will occur – or, the probability of obtaining results in the critical region by chance.  With a significance level of 6.94%, we have a 6.94% chance of obtaining results that confirm our alternative hypothesis by chance.

